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Part A 

Es#ma#ng flu prevalence using 
web search ac#vity
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From web searches to influenza (flu) rates
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Eysenbach (2006), AMIA; Polgreen et al. (2008), Clin. Infect. Dis.; Ginsberg et al. (2009), Nature

🇺🇸
CDC

Google Flu Trends model

Combining the n 5 45 highest-scoring queries was found to obtain
the best fit. These 45 search queries, although selected automatically,
appeared to be consistently related to ILIs. Other search queries in the
top 100, not included in our model, included topics like ‘high school
basketball’, which tend to coincide with influenza season in the
United States (Table 1).

Using this ILI-related query fraction as the explanatory variable,
we fit a final linear model to weekly ILI percentages between 2003 and
2007 for all nine regions together, thus obtaining a single, region-
independent coefficient. The model was able to obtain a good fit with
CDC-reported ILI percentages, with a mean correlation of 0.90
(min 5 0.80, max 5 0.96, n 5 9 regions; Fig. 2).

The final model was validated on 42 points per region of previously
untested data from 2007 to 2008, which were excluded from all
previous steps. Estimates generated for these 42 points obtained a
mean correlation of 0.97 (min 5 0.92, max 5 0.99, n 5 9 regions)
with the CDC-observed ILI percentages.

Throughout the 2007–08 influenza season we used preliminary
versions of our model to generate ILI estimates, and shared our
results each week with the Epidemiology and Prevention Branch of
Influenza Division at the CDC to evaluate timeliness and accuracy.
Figure 3 illustrates data available at different points throughout the
season. Across the nine regions, we were able to estimate consistently
the current ILI percentage 1–2 weeks ahead of the publication of
reports by the CDC’s US Influenza Sentinel Provider Surveillance
Network.

Because localized influenza surveillance is particularly useful for
public health planning, we sought to validate further our model

against weekly ILI percentages for individual states. The CDC does
not make state-level data publicly available, but we validated our
model against state-reported ILI percentages provided by the state
of Utah, and obtained a correlation of 0.90 across 42 validation points
(Supplementary Fig. 3).

Google web search queries can be used to estimate ILI percentages
accurately in each of the nine public health regions of the United
States. Because search queries can be processed quickly, the resulting
ILI estimates were consistently 1–2 weeks ahead of CDC ILI surveil-
lance reports. The early detection provided by this approach may
become an important line of defence against future influenza epi-
demics in the United States, and perhaps eventually in international
settings.

Up-to-date influenza estimates may enable public health officials
and health professionals to respond better to seasonal epidemics. If a
region experiences an early, sharp increase in ILI physician visits, it
may be possible to focus additional resources on that region to
identify the aetiology of the outbreak, providing extra vaccine capa-
city or raising local media awareness as necessary.

This system is not designed to be a replacement for traditional
surveillance networks or supplant the need for laboratory-based dia-
gnoses and surveillance. Notable increases in ILI-related search activity
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Figure 1 | An evaluation of how many top-scoring queries to include in the
ILI-related query fraction. Maximal performance at estimating out-of-
sample points during cross-validation was obtained by summing the top 45
search queries. A steep drop in model performance occurs after adding query
81, which is ‘oscar nominations’.

Table 1 | Topics found in search queries which were found to be most cor-
related with CDC ILI data

Search query topic Top 45 queries Next 55 queries
n Weighted n Weighted

Influenza complication 11 18.15 5 3.40
Cold/flu remedy 8 5.05 6 5.03
General influenza symptoms 5 2.60 1 0.07
Term for influenza 4 3.74 6 0.30
Specific influenza symptom 4 2.54 6 3.74
Symptoms of an influenza
complication

4 2.21 2 0.92

Antibiotic medication 3 6.23 3 3.17
General influenza remedies 2 0.18 1 0.32
Symptoms of a related disease 2 1.66 2 0.77
Antiviral medication 1 0.39 1 0.74
Related disease 1 6.66 3 3.77
Unrelated to influenza 0 0.00 19 28.37
Total 45 49.40 55 50.60

The top 45 queries were used in our final model; the next 55 queries are presented for
comparison purposes. The number of queries in each topic is indicated, as well as query-
volume-weighted counts, reflecting the relative frequency of queries in each topic.

2004 2005 2006
Year

2007 2008
 

 

2

4

6

8

10

IL
I p

er
ce

nt
ag

e

0

12

Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Data available as of 4 February 2008

Data available as of 3 March 2008

Data available as of 31 March 2008

Data available as of 12 May 2008
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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Wagner et al. (2018), Sci. Rep.; Budd et al. (2020), Nat. Med.

Why es0mate disease rates from web search?
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• Complements conven0onal syndromic surveillance systems 
‣ larger cohort 
‣ broader demographic coverage 
‣ more granular geographic coverage 
‣ not affected by closure days (weekends, holidays) 
‣ ,meliness 
‣ lower cost 

• Applicable to loca0ons that lack an established health surveillance infrastructure 

• Track novel infec0ous diseases 

Conven'onal (tradi,onal) syndromic surveillance methods: disease prevalence, i.e. the % of infected people 
in a popula0on, is determined via doctor (GP) visits and other related indicators, such as laboratory-
confirmed infec0ons, associated hospitalisa0ons or deaths.



Online data for health  (2/3)

Google Flu Trends (discontinued)
Ginsberg et al. (2009), Nature

Google Flu Trends (GFT) — discon,nued
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Main issue 
What if some of the selected queries are spurious or, in general, relate differently to flu rates 
compared to other selected search queries? This model makes a very naïve assump0on.

logit(P) = β0 + β1 × logit(Q) + ϵ

P : percentage of doctor visits due to influnza-like illness (ILI)
Q : aggregate frequency of a set of automa0cally selected search queries related to ILI
β0 : regression intercept (bias)

β1 : regression weight (univariate regression)
ϵ : independent, zero-centered noise Ginsberg et al. (2009), Nature

Google Flu Trends (GFT) — regression func,on

7Modelling infec,ous diseases using online search

logit (x) = ln ( x
1 − x )

where x ∈ (0,1)
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Lampos et al. (2015), Sci. Rep.

rsv — 25% 
flu symptoms — 18% 

benzonatate —   6% 
symptoms of pneumonia —   6% 
upper respiratory infec0on —   4%

In the original paper (Ginsberg et al., 2009), the GFT model was 
“evaluated” on just ~1 flu season! More thorough evalua-on is required!

Google Flu Trends (GFT) — shortcomings
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(U
S)
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Web search frequencies & flu rates: a nonlinear rela0onship

Lampos et al. (2015), Sci. Rep.
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‣ Not all search queries have 
a linear rela0onship with flu 
rates 

‣ Not all queries relate to flu 
rates in the same way either 

‣ The same query may also 
have a bi-modal rela0onship 
which may fluctuate in 0me 

‣ Very hard to model this 
using a single weight!



Search query frequency %me series 
     where  is the number of 0me steps / samples (days or weeks) 

                        and  is the number of search queries / variables ( ) 

                         

Disease rates 
        where  is the number of 0me steps (days or weeks) 

Regression task 
      linear case:    

                          assuming  holds  unseen test samples

X ∈ ℝn×m
≥0 n

m m > 1000

xij ∈ X =
number of 0mes query j is issued during 0me step i

total number of searches during 0me step i

y ∈ ℝn
≥0 n

f : X → y f = {w ∈ ℝm, β ∈ ℝ}
̂yt = Xtw + β Xt ∈ ℝk×m k

Es0ma0ng disease rates with mul0variable regression — Task defini0on
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Composite Gaussian Process (GP) kernel 

                                           

 
                
                

Squared Exponen0al (SE) kernel 

                                                 

k(x, x′ ) = (
C

∑
i=1

kSE (ci, c′ i)) + σ2
n ⋅ δ(x, x′ )

x, x′ ∈ ℝm
≥0 ,  where m is the number of search queries we consider

ci, c′ i ∈ ℝz
≥0 , z < m, C query clusters based on frequency 0me series

kSE(ci, c′ i) = σ2 exp (−
∥ci − c′ i∥2

2

2ℓ2 )
Lampos et al. (2015), Sci. Rep.; 
Rasmussen, Williams (2006), MIT Press

Mul0variate Gaussian Process (GP) kernels on search query clusters
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NB: Queries are selected based 
on their correla-on with ILI 
rates in the training data and an 
elas-c net regression func,on
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Modelling ILI rates with Gaussian Process (GP) kernels
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Modelling ILI rates with Gaussian Process (GP) kernels

Lampos et al. (2015), Sci. Rep.
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‣ 42% mean absolute error reduc0on compared to Google Flu Trends 
‣ .95 bivariate correla0on (previously .89) with CDC rates

(U
S)
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‣ 42% mean absolute error reduc0on compared to Google Flu Trends 
‣ .95 bivariate correla0on (previously .89) with CDC rates

Modelling ILI rates with Gaussian Process (GP) kernels

Lampos et al. (2015), Sci. Rep.
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• SARIMAX: Seasonal AutoRegressive Integrated Moving Average with eXogenous variables 

•  weeks delay in including past ILI rates as reported by CDC 

• Choose model parameters based on the Akaike Informa0on Criterion (AIC) 
‣ some0mes past seasonal trends are helpful, but not always 
‣ the most important piece of informa0on is the GP es0mate for the ILI rate based on web 

search query frequencies

yt =
p

∑
i=1

ϕiyt−d +
J

∑
i=1

ωiyt−52−i

AR and seasonal AR

+
q

∑
i=1

θiϵt−d +
K

∑
i=1

νiϵt−52−i

MA and seasonal MA

+
D

∑
i=1

wiht,i

GP es0mates

+ ϵt

d

Autoregression (AR) with SARIMAX

15Modelling infec,ous diseases using online search

Lampos et al. (2015), Sci. Rep.
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‣ Incorpora0ng historical CDC es0mates into an autoregression (AR) using SARIMAX 
‣ 27% MAE reduc0on compared to GFT with AR, 52% over the GP model without AR 
‣ .99 bivariate correla0on with CDC
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Modelling ILI rates with Gaussian Process (GP) kernels & SARIMAX

Lampos et al. (2015), Sci. Rep.
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• Feature selec%on was based on a temporal rela%onship 

‣ Is this sufficient? No / not always 

• Spurious search queries such as “NBA injury report” or “muscle building supplements” were 
s0ll included in the selec0on 

‣ query clustering: some guarantees for different treatment, but needs a more complex 
regression model 

• Introduce a query filter based on distribu%onal seman%cs using word embeddings 

• Hybrid combina%on of this with previous feature selec0on regimes

Lampos et al. (2015), Sci. Rep.; Lampos, Zou, Cox (2017), WWW ‘17

Feature selec0on — which search queries to use?
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    : embedding vector trained on Twi:er data 

    — a concept about influenza 

    phrases of a posi%ve context for concept  

    phrases of a nega%ve context for concept  

     to avoid nega,ve components 

     to avoid, in theory, division by 0

sim (q, ℂ) =
∑P

i=1 cos (eq, epi)
∑N

j=1 cos (eq, enj) + γ

e(⋅)

ℂ = {ℂP, ℂN}
ℂP : ℂ
ℂN : ℂ
θ = cos ( ⋅ ) → ∈ [0,1] via (θ + 1)/2
γ ∈ ℝ>0

Lampos, Zou, Cox (2017), WWW ’17; 
Levy, Goldberg (2014), CoNLL ‘14 

Query selec0on based on distribu0onal seman0cs
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Lampos, Zou, Cox (2017), WWW ‘17

Posi8ve context Nega8ve context Most similar queries

#flu 
fever 
flu 
flu medicine 
GP 
hospital

Bieber  
ebola 
Wikipedia

“cold flu medicine” 
“flu aches” 

“cold and flu” 
“cold flu symptoms” 

“colds and flu”

flu 
flu GP 
flu hospital 
flu medicine

ebola 
Wikipedia

“flu aches” 
“flu” 

“colds and flu” 
“cold and flu” 

“cold flu medicine”

Query selec0on based on distribu0onal seman0cs

19Modelling infec,ous diseases using online search



2013 2014 2015
0

5

10

15

20

25

30

35

IL
I r

at
es

 (p
er

 1
00

,0
00

 p
eo

pl
e)

RCGP (England)

Feature selec0on based on correla,on and regularised regression
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Lampos, Zou, Cox (2017), WWW ‘17
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Correlation-based feature selection

Lampos, Zou, Cox (2017), WWW ‘17

prof. surname: 70% 
name surname: 27% 

hea0ng oil: 21% 

name surname recipes: 21% 
blood game: 12.3% 

swine flu vaccine side effects: 7.2%

Examples of problema%c query selec0ons

Feature selec0on based on correla,on and regularised regression
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Hybrid feature selection

‣ 12.3% accuracy improvement in terms of mean absolute error 

‣ .913 bivariate correla0on with the ground truth (RCGP ILI rates)

Hybrid feature selec0on: distribu,onal seman,cs and correla,on

Lampos, Zou, Cox (2017), WWW ‘17
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gov.uk/government/sta0s0cs/
na0onal-flu-and-covid-19-
surveillance-reports-2023-

to-2024-season

Flu detector, part of UK’s influenza surveillance

 

 

 

COVID-19 vaccine surveillance report 
 

Week 9  
 
3 March 2022
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fludetector.cs.ucl.ac.uk

https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://fludetector.cs.ucl.ac.uk


• Complements conven0onal syndromic surveillance systems 
‣ larger cohort 
‣ broader demographic coverage 
‣ broader, more granular geographic coverage 
‣ not affected by closure days and other temporal biases 
‣ ,meliness 
‣ lower cost 

• Applicable to loca0ons that lack an established health surveillance infrastructure 

• Track novel infec0ous diseases 

Conven'onal (tradi,onal) syndromic surveillance methods: disease prevalence, i.e. the % of infected people 
in a popula0on, is determined via doctor (GP) visits and other related indicators, such as laboratory-
confirmed infec0ons, associated hospitalisa0ons or deaths.

Wagner et al. (2018), Sci. Rep.; Budd et al. (2020), Nat. Med.

Why es0mate disease rates from web search?
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   oxymoron: public health data is needed to train machine learning models!



Part B 

Transferring a disease model from one country to 
another using web search ac#vity
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Zou, Lampos, Cox (2019), WWW ‘19



• Transfer learning in general 

‣ Gain knowledge from a domain/task, and then apply it to another one 

• Transfer learning for es,ma,ng flu rates across different countries 

‣ Loca0ons: source (no missing data), target (no disease rates) 

‣ regularised regression model for a source loca0on based on web search ac0vity and 
historical disease rates 

‣ map search queries from the source to the target loca0on 
— seman,c similarity (bilingual if necessary) 
— temporal similarity 
— hybrid similarity (their linear combina0on controlled by ) 

‣ transfer regression model (equivalent to zero-shot learning)

γ

Transfer learning across countries for flu models from web search
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— temporal differences (e.g. different onset/peak moments), intensity differences

Transferring a flu model based on web searches: from US to France
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MAE = 61.5, r = .835

MAE = 46.8, r = .956
seman0c 
similarity

temporal 
correla0on

Transferring a flu model based on web searches: from US to France

28Modelling infec,ous diseases using online search

MAE = 34.1, r = .959

hybrid 
similarity
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— different (≈opposite) seasons, significant intensity differences in more recent years

Transferring a flu model based on web searches: from US to Australia
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MAE = 22 
r = .921

hybrid 
similarity

Transferring a flu model based on web searches: from US to Australia
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MAE = 42.6 
r = .70

MAE = 30.3 
r = .915

seman0c 
similarity

temporal 
correla0on



Part C 

Modelling COVID-19 prevalence  
using web search ac#vity
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Lampos et al. (2021), npj Digit. Med.



Google Health Trends: frequency  of web search query  for a loca0on  during a day  
 

 

xL,d q L d

xL,d =
number of 0mes q was issued by users in loca0on L during day d

total number of searches by users in loca0on L during day d
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Supplementary Figure 1. Normalised daily frequency time series of all Google search queries that include the keywords
“coronavirus”, “weather”, or “the” in the US and the UK. Time series are smoothed using a 14-day harmonic mean.

N
or

m
al

is
ed

on
lin

e
se

ar
ch

sc
or

e
fo

rC
O

V
ID

-1
9 40 43 46 49 52 3 6 9 12 15 18 21

 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  USweighted, minimised news effects

weighted
historical trend (2011-19)
physical distancing measures
lockdown measures

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  UK

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  Australia

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  Canada

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  France

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  Italy

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  Greece

40 43 46 49 52 3 6 9 12 15 18 21
 Days (2019-20) - Commencing week number

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 O
nl

in
e 

se
ar

ch
 s

co
re  South Africa

Days (2019-20) – Commencing week number

Supplementary Figure 2. Online search based scores for COVID-19-related symptoms as identified by the FF100 survey
for 8 countries from September 30, 2019 to May 24, 2020 (all inclusive). Query frequencies are weighted by symptom
occurrence probability (blue line) and have news media effects minimised (black line). These scores are compared to an
average 8-year trend of the weighted model (dashed line) and its corresponding 95% confidence intervals (shaded area).
Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for countries that
deployed different regional approaches, the first application of such measures is depicted. All time series are smoothed using a
7-point moving average, centred around each day.
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Unprecedented search frequency trends during the first COVID-19 pandemic waves

Google search ac0vity
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• No reliable and not enough ground truth data 

‣ Supervised learning no longer possible — can we use transfer learning? 

‣ Evalua0on of any model will be problema0c 

• Unsupervised learning 

‣ Which search queries to use? 

‣ How do we know our model is related to COVID-19 and not other infec0ous diseases? 

‣ How do we know our signal is not affected by other factors such as concern, curiosity, 
and media coverage rather than by infec0on?

Challenges in modelling COVID-19 using web search ac0vity
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Boddington et al. 
(2021), Bull. WHO 

cough
fa0gue

fever
headache

muscle ache
appe0te loss

shortness of breath
sore throat

joint ache
runny nose

loss of the sense of smell
diarrhoea
sneezing

nausea
vomi0ng

altered consciousness
nose bleed

rash
seizure

Probability of occurrence in COVID-19 pa0ents

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.01
0.05
0.06
0.07

0.09
0.24
0.24

0.28
0.29

0.33
0.34

0.39
0.40

0.44
0.51

0.57
0.60

0.71
0.78

First few hundred (FF100) pa0ent survey (NHS & UKHSA)
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‣ cough: cough, coughing 

‣ fa8gue: fa#gue 

‣ fever: chills, fever, high temp fever, high temperature 

‣ headache: head ache, headache, headaches, migraine 

‣ muscle ache: muscle ache, muscular pain 

‣ appe8te loss: appe#te loss, loss of appe0te, lost appe0te 

‣ shortness of breath: breathing difficul0es, breathing difficulty, cant breathe, shortness of 
breath, short breath 

‣ … 

‣ loss of the sense of smell: anosmia, loss of smell, loss smell 

‣ COVID-19 terms: coronavirus, covid, covid-19, covid19

Symptom-related search terms — English
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‣ cough: tosse, tossire 

‣ fa%gue: affa0camento, fa0ca, spossatezza, stanchezza 

‣ fever: alta temperatura, brividi, febbre 

‣ headache: emicrania, mal di testa 

‣ muscle ache: dolore muscolare, dolori muscolari, male ai muscoli, mialgia 

‣ appe%te loss: appe0to perso, inappetenza, perdita appe0to, perdita di appe0to 

‣ shortness of breath: difficoltà respiratoria, difficoltà respiratorie, fiato corto, mancanza di 
respiro, respiro corto 

‣ … 

‣ loss of the sense of smell: perdita olfa{o 

‣ COVID-19 terms: coronavirus, covid, covid-19, covid19

Symptom-related search terms — Italian
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Our analysis considered the following countries and corresponding languages: 

‣ United States of America (US), United Kingdom (UK), Australia, Canada — English 

‣ France — French 

‣ Italy — Italian 

‣ South Africa — Zulu, Afrikaans, English, and many more 

‣ Greece — Greek

Symptom-related search terms — Loca,ons (countries) & languages
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1. Query frequencies are noisy 
— harmonic smoothing using the frequencies of the past 2 weeks 

2. Query frequencies are not sta%onary (increasing or decreasing mean) 
— linear detrending

A simple COVID-19 prevalence model (1/2)
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3. For each symptom category, obtain the frequency sum across all its search 
terms (cumula%ve symptom-related search frequency) on a daily basis 

4. Apply min-max normalisa%on on the cumula0ve frequency of each 
symptom category; values become from 0 to 1 and all categories now 
share units 

5. Compute a daily weighted score using the FF100 symptom probabili0es 
as weights 

6. Use the previous 8 years (2011-2019) to obtain a historical baseline of 
this scoring func0on

A simple COVID-19 prevalence model (2/2)
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For a given day and loca,on 

— propor0on of COVID-19-related news ar0cles:  

— COVID-19 score based on web searches:  

Decompose  such that  

—  represents ‘infec,on’ 

—  represents ‘concern’ 

Then  exists such that 

—  

— 

m ∈ [0,1]
g ∈ [0,1]

g g = gp + gc

gp

gc

γ ∈ [0,1]
gp = γg

gc = (1 − γ)g

Reducing the effect of news media coverage (1/2)
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Linear autoregressive model to forecast COVID-19 score  at a 0me point  based on its past values 

 

Linear autoregressive model to forecast COVID-19 score  at a 0me point  based on its past values 
and the current and past values of  

 

                                                        

•  : the media signal does not help COVID-19 score predic0ons , i.e. the media is 
expected to not have a causal effect on the es0mated COVID-19 scores 

•  :    (crude es,ma,on of % of impact of news media)

g t

arg min
w,b1

1
N

N

∑
t=1

(gt − w1gt−1 − w2gt−2 − b1)2 →  predic0on error ϵ1

g t
m

arg min
w,v,b2

1
N

N

∑
t=1

(gt − w1gt−1 − w2gt−2 − v1mt − v2mt−1 − v3mt−2 − b2)2 →  predic0on error ϵ2

ϵ1 < ϵ2 → γ ≈ 1

ϵ1 ≥ ϵ2 γ = ϵ2/ϵ1

Reducing the effect of news media coverage (2/2)
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• Data obtained from the Media Cloud database — mediacloud.org  
• Number of news media sources per country 

 
 
 
 
 
 
 
 
 

• Obtain the daily ra%o of ar0cles that include basic COVID-19-related keywords in their 
0tle or main text 
e.g. “covid” or “coronavirus”

US 225
UK 93
Australia 61
Canada 79
France 360
Italy 178
Greece 75
South Africa 135

News media coverage corpus
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https://mediacloud.org
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Supplementary Figure 10. Normalised (min-max) frequency time series for search queries that include the terms “covid
unemployment” (black solid line), “cough” (blue solid line), or “fever” (red dashed line) across three countries, the US, UK,
and Italy (translated in Italian language). Time series are smoothed using a 7-point moving average, centred around each day.
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corresponding confidence intervals (two standard deviations above and below the mean).
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News media coverage corpus
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• Data obtained from September 30, 2019 to May 24, 2020 

• > 0 frequency from ~January, 2020 onwards 

• ~2.5 million COVID-19-related ar0cles from a total of ~10 million 

            Average propor8on of COVID-19-related news ar8cles in the 8 countries of our analysis
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Figure 1. Online search scores for COVID-19-related symptoms as identified by the FF100 survey, in addition to queries with
coronavirus-related terms, for 8 countries from September 30, 2019 to May 24, 2020 (all inclusive). Query frequencies are
weighted by symptom occurrence probability (blue line) and have news media effects minimised (black line). These scores are
compared to an average 8-year trend of the weighted model (dashed line) and its corresponding 95% confidence intervals
(shaded area). Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for
countries that deployed different regional approaches, the first application of such measures is depicted. All time series are
smoothed using a 7-point moving average, centred around each day.

go below the expected seasonal average. We also note that for Australia and the UK, search scores were already in decline85

after the application of physical distancing measures but before lockdowns. Outcomes based solely on the FF100 symptoms86

(Fig. S2) or without using any weighting scheme (Fig. S3) are available in the Supplementary Information (SI).87

A comparison of the search scores with minimised media effects to the time series of confirmed cases is depicted in88

Fig. 2. If we exclude South Africa, as it displays an outlying behaviour, perhaps due to a limited testing capacity28, 29 or89

demographically-skewed Internet access patterns30, the correlation between these times series is maximised, reaching an average90

value of .826 (.735� .917) when clinical data is brought forward by 16.7 (10.2�23.2) days. This provides an indication of91

how much sooner the proposed unsupervised models could have signalled an early warning about these epidemics at a national92

level. Replacing confirmed cases with deaths caused by COVID-19 (Fig. S4) increases this period to 22.1 (17.4�26.9) days93

with a slightly greater maximised correlation (r = .846; .702� .990).94

Models of confirmed COVID-19 cases are transferred from Italy (source) to all other countries (targets) in our analysis95

using a transfer learning methodology. In contrast to the unsupervised models, here we attempt to leverage information from96

a country that is ahead in terms of epidemic progression31. As a result, the obtained estimates are reflective of the clinical97

reporting systems in the source country, but not as influenced by user concern at the target countries given that they are derived98

3/15

Unsupervised COVID-19 models in 8 countries based on web search
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Figure 1. Online search scores for COVID-19-related symptoms as identified by the FF100 survey, in addition to queries with
coronavirus-related terms, for 8 countries from September 30, 2019 to May 24, 2020 (all inclusive). Query frequencies are
weighted by symptom occurrence probability (blue line) and have news media effects minimised (black line). These scores are
compared to an average 8-year trend of the weighted model (dashed line) and its corresponding 95% confidence intervals
(shaded area). Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for
countries that deployed different regional approaches, the first application of such measures is depicted. All time series are
smoothed using a 7-point moving average, centred around each day.

go below the expected seasonal average. We also note that for Australia and the UK, search scores were already in decline85

after the application of physical distancing measures but before lockdowns. Outcomes based solely on the FF100 symptoms86

(Fig. S2) or without using any weighting scheme (Fig. S3) are available in the Supplementary Information (SI).87

A comparison of the search scores with minimised media effects to the time series of confirmed cases is depicted in88

Fig. 2. If we exclude South Africa, as it displays an outlying behaviour, perhaps due to a limited testing capacity28, 29 or89

demographically-skewed Internet access patterns30, the correlation between these times series is maximised, reaching an average90

value of .826 (.735� .917) when clinical data is brought forward by 16.7 (10.2�23.2) days. This provides an indication of91

how much sooner the proposed unsupervised models could have signalled an early warning about these epidemics at a national92

level. Replacing confirmed cases with deaths caused by COVID-19 (Fig. S4) increases this period to 22.1 (17.4�26.9) days93

with a slightly greater maximised correlation (r = .846; .702� .990).94

Models of confirmed COVID-19 cases are transferred from Italy (source) to all other countries (targets) in our analysis95

using a transfer learning methodology. In contrast to the unsupervised models, here we attempt to leverage information from96

a country that is ahead in terms of epidemic progression31. As a result, the obtained estimates are reflective of the clinical97

reporting systems in the source country, but not as influenced by user concern at the target countries given that they are derived98

3/15

Unsupervised COVID-19 models in 8 countries based on web search
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Figure 1. Online search scores for COVID-19-related symptoms as identified by the FF100 survey, in addition to queries with
coronavirus-related terms, for 8 countries from September 30, 2019 to May 24, 2020 (all inclusive). Query frequencies are
weighted by symptom occurrence probability (blue line) and have news media effects minimised (black line). These scores are
compared to an average 8-year trend of the weighted model (dashed line) and its corresponding 95% confidence intervals
(shaded area). Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for
countries that deployed different regional approaches, the first application of such measures is depicted. All time series are
smoothed using a 7-point moving average, centred around each day.

go below the expected seasonal average. We also note that for Australia and the UK, search scores were already in decline85

after the application of physical distancing measures but before lockdowns. Outcomes based solely on the FF100 symptoms86

(Fig. S2) or without using any weighting scheme (Fig. S3) are available in the Supplementary Information (SI).87

A comparison of the search scores with minimised media effects to the time series of confirmed cases is depicted in88

Fig. 2. If we exclude South Africa, as it displays an outlying behaviour, perhaps due to a limited testing capacity28, 29 or89

demographically-skewed Internet access patterns30, the correlation between these times series is maximised, reaching an average90

value of .826 (.735� .917) when clinical data is brought forward by 16.7 (10.2�23.2) days. This provides an indication of91

how much sooner the proposed unsupervised models could have signalled an early warning about these epidemics at a national92

level. Replacing confirmed cases with deaths caused by COVID-19 (Fig. S4) increases this period to 22.1 (17.4�26.9) days93

with a slightly greater maximised correlation (r = .846; .702� .990).94

Models of confirmed COVID-19 cases are transferred from Italy (source) to all other countries (targets) in our analysis95

using a transfer learning methodology. In contrast to the unsupervised models, here we attempt to leverage information from96

a country that is ahead in terms of epidemic progression31. As a result, the obtained estimates are reflective of the clinical97

reporting systems in the source country, but not as influenced by user concern at the target countries given that they are derived98
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Figure 1. Online search scores for COVID-19-related symptoms as identified by the FF100 survey, in addition to queries with
coronavirus-related terms, for 8 countries from September 30, 2019 to May 24, 2020 (all inclusive). Query frequencies are
weighted by symptom occurrence probability (blue line) and have news media effects minimised (black line). These scores are
compared to an average 8-year trend of the weighted model (dashed line) and its corresponding 95% confidence intervals
(shaded area). Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for
countries that deployed different regional approaches, the first application of such measures is depicted. All time series are
smoothed using a 7-point moving average, centred around each day.

go below the expected seasonal average. We also note that for Australia and the UK, search scores were already in decline85

after the application of physical distancing measures but before lockdowns. Outcomes based solely on the FF100 symptoms86

(Fig. S2) or without using any weighting scheme (Fig. S3) are available in the Supplementary Information (SI).87

A comparison of the search scores with minimised media effects to the time series of confirmed cases is depicted in88

Fig. 2. If we exclude South Africa, as it displays an outlying behaviour, perhaps due to a limited testing capacity28, 29 or89

demographically-skewed Internet access patterns30, the correlation between these times series is maximised, reaching an average90

value of .826 (.735� .917) when clinical data is brought forward by 16.7 (10.2�23.2) days. This provides an indication of91

how much sooner the proposed unsupervised models could have signalled an early warning about these epidemics at a national92

level. Replacing confirmed cases with deaths caused by COVID-19 (Fig. S4) increases this period to 22.1 (17.4�26.9) days93

with a slightly greater maximised correlation (r = .846; .702� .990).94

Models of confirmed COVID-19 cases are transferred from Italy (source) to all other countries (targets) in our analysis95

using a transfer learning methodology. In contrast to the unsupervised models, here we attempt to leverage information from96

a country that is ahead in terms of epidemic progression31. As a result, the obtained estimates are reflective of the clinical97

reporting systems in the source country, but not as influenced by user concern at the target countries given that they are derived98
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Figure 1. Online search scores for COVID-19-related symptoms as identified by the FF100 survey, in addition to queries with
coronavirus-related terms, for 8 countries from September 30, 2019 to May 24, 2020 (all inclusive). Query frequencies are
weighted by symptom occurrence probability (blue line) and have news media effects minimised (black line). These scores are
compared to an average 8-year trend of the weighted model (dashed line) and its corresponding 95% confidence intervals
(shaded area). Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for
countries that deployed different regional approaches, the first application of such measures is depicted. All time series are
smoothed using a 7-point moving average, centred around each day.

go below the expected seasonal average. We also note that for Australia and the UK, search scores were already in decline85

after the application of physical distancing measures but before lockdowns. Outcomes based solely on the FF100 symptoms86

(Fig. S2) or without using any weighting scheme (Fig. S3) are available in the Supplementary Information (SI).87

A comparison of the search scores with minimised media effects to the time series of confirmed cases is depicted in88

Fig. 2. If we exclude South Africa, as it displays an outlying behaviour, perhaps due to a limited testing capacity28, 29 or89

demographically-skewed Internet access patterns30, the correlation between these times series is maximised, reaching an average90

value of .826 (.735� .917) when clinical data is brought forward by 16.7 (10.2�23.2) days. This provides an indication of91

how much sooner the proposed unsupervised models could have signalled an early warning about these epidemics at a national92

level. Replacing confirmed cases with deaths caused by COVID-19 (Fig. S4) increases this period to 22.1 (17.4�26.9) days93

with a slightly greater maximised correlation (r = .846; .702� .990).94

Models of confirmed COVID-19 cases are transferred from Italy (source) to all other countries (targets) in our analysis95

using a transfer learning methodology. In contrast to the unsupervised models, here we attempt to leverage information from96

a country that is ahead in terms of epidemic progression31. As a result, the obtained estimates are reflective of the clinical97

reporting systems in the source country, but not as influenced by user concern at the target countries given that they are derived98
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Reducing news media effects: 

‣ Altered trend during peak 
periods 

‣ Average reduc0on by 16.4% 
(14.2%—18.7%) in a period of 14 
days prior and a�er their peak 
moments, r = .822 (.739—.905) 

‣ Reduc0on of 3.3% (2.7%—4%) 
outside peak periods

Unsupervised COVID-19 models in 8 countries based on web search
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Figure 2. Comparison between online search scores with minimised news media effects (black line) and confirmed cases
(dashed red line), as well as confirmed cases shifted back (red line) such that their correlation with the online search scores is
maximised. The confirmed cases time series are shifted back by a different number of days for each country: 20 days (US), 24
days (UK), 6 days (Australia), 31 days (Canada), 10 days (France), 14 days (Italy), 12 days (Greece), and 53 days (South
Africa). All time series are smoothed using a 7-point moving average, centred around each day.

Figure 3. Transfer learning models based on online search data for 7 countries using Italy as the source country. The figures
show an estimated trend for confirmed COVID-19 cases compared to the reported one. The trend is derived by standardising
the transferred estimates (raw values are reflective of the demographics and clinical reporting approach of the source country).
The solid line represents the mean estimate from an ensemble of models. The shaded area shows 95% confidence intervals
based on all model estimates. Application dates for physical distancing or lockdown measures are indicated with dash-dotted
vertical lines; for countries that deployed different regional approaches, the first application of such measures is depicted. Time
series are smoothed using a 3-point moving average, centred around each day. We use this minimum amount of smoothing to
remove some of the noise for visualisation purposes and maintain our ability to compare the transferred models to the
corresponding clinical data.

Figure 4. Correlation and regression analysis of search query frequencies against confirmed COVID-19 cases or deaths in
four English speaking countries (US, UK, Australia, and Canada). (a) Top-30 positively and top-10 negatively correlated
search queries with COVID-19 confirmed cases; (b) Top-30 positively and top-10 negatively impactful queries in estimating
COVID-19 confirmed cases; (c) Top-30 positively and top-10 negatively impactful queries in estimating deaths caused by
COVID-19.

14/15

Web search ac0vity based 
models provide an early warning 

rmax = .83 (.74—.92) 
when cases are brought forward 
by 16.7 (10.2—23.2) days  

(South Africa is excluded)

Comparison with confirmed COVID-19 cases
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Web search ac0vity based 
models provide an early warning 

rmax = .85 (.70—.99) 
when deaths of people with 
COVID-19 are brought forward 
by 22.1 (17.4—26.9) days 

(South Africa is excluded)

Comparison with deaths of people with COVID-19
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Supplementary Figure 4. Comparison between online search scores with minimised news media effects (black line) with
deaths caused by COVID-19 (dashed red line), as well as deaths shifted back (red line) such that their correlation with the
online search scores is maximised. The deaths time series are shifted back by a different number of days for each country: 25
days (US), 23 days (UK), 19 days (Australia), 35 days (Canada), 17 days (France), 18 days (Italy), 18 days (Greece), and 52
days (South Africa). All time series are smoothed using a 7-point moving average, centred around each day.
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• Transfer an incidence model — trained on web search ac%vity — for a source country that 
has already experienced a COVID-19 epidemic to other target countries that are on earlier 
stages of the epidemic 

• “Supervised” learning approach 

‣ corroborate our previous unsupervised findings 

‣ will also transfer characteris0cs/biases of the source country, and especially of its clinical 
repor0ng system 

• Source country: Italy 

‣ first major outbreak in Europe and among the countries in our study

Transfer learning for COVID-19 incidence models
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• Source model: regularised regression (elas,c net) 
‣ use daily search query frequencies to es0mate confirmed cases 
‣ Italy is our source country 

 

                            

                                 :  daily frequencies of  search terms 
                                 , : regression weights and intercept 
                                  : regularisa0on parameters 

• Many regression models (~80K) — different regularisa0on amount 
‣ sparsity levels from 5.5% to 91% 

3 to 49 selected queries from the 54 we considered for Italy 
‣ use this as crude quan0fica0on of model’s uncertainty

arg min
w,β

(∥y − Sw − β∥2
2 + λ1∥w∥1 + λ2∥w∥2

2)

S ∈ ℝM×N M N
w ∈ ℝN β ∈ ℝ
λ1, λ2 ∈ ℝ≥0

Transfer learning for COVID-19 incidence models
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• Establish search query pairs between the source and the target countries 

‣ lookup for query pairs within the same symptom category 

‣ pair a source query to the target query with the greatest bivariate correla%on, a�er 
iden0fying an op0mal shi�ing period 

• Transfer the regression weights from the source to the target feature space for all ~80K 
elas0c net models 

‣ Final es0mate of COVID-19 incidence is the mean over all elas0c net models 

‣ .025 and .975 quan%les are used to form 95% confidence intervals 

• Perform this daily from Feb. 17 to May 24, 2020, training models on increasing data from 
the source country

Transfer learning for COVID-19 incidence models

52Modelling infec,ous diseases using online search



8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  US

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  Australia

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  Canada

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3
C

on
fir

m
ed

 c
as

es
 tr

en
d  France

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  Greece

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  South Africa

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d

 UKconfirmed
estimated (based on Italy)
physical distancing measures
lockdown measures

Figure 3. Transfer learning models based on online search data for 7 countries using Italy as the source country. The figures
show an estimated trend for confirmed COVID-19 cases compared to the reported one. The trend is derived by standardising
the transferred estimates (raw values are reflective of the demographics and clinical reporting approach of the source country).
The solid line represents the mean estimate from an ensemble of models. The shaded area shows 95% confidence intervals
based on all model estimates. Application dates for physical distancing or lockdown measures are indicated with dash-dotted
vertical lines; for countries that deployed different regional approaches, the first application of such measures is depicted. Time
series are smoothed using a 3-point moving average, centred around each day. We use this minimum amount of smoothing to
remove some of the noise for visualisation purposes and maintain our ability to compare the transferred models to
corresponding clinical data.

technique, correlation increases when the target data is shifted forward. This partially confirms that Italy was indeed ahead by a114

few days in terms of either epidemic progression, user search behaviour, or both, and justifies our choice to use it as the source115

country. In particular, when we focus on the period from March 16 to May 24, 2020 (both inclusive) —dates that signify the116

beginning and end of high levels of transmission for Italy— and analyse all transferred models, the average shift in days that117

maximises these correlations per target country is: 13.76 (12.97�14.55) for the US, 12.67 (11.99�13.35) for the UK, 5.24118

(4.30�6.18) for Australia, 8.06 (7.14�8.98) for Canada, 9.84 (8.62�11.06) for France, 1.44 (0.45�2.43) for Greece, and119

10.99 (10.10�11.88) for South Africa.120

Aiming to uncover symptom-related patterns or associated behaviours, we examine the statistical relationship between web121

search frequencies and confirmed COVID-19 cases or deaths by performing a correlation and regression analysis. Outcomes122

could also help inform the choice of search terms in follow-up models for COVID-19. To reduce the representation bias of123

clinical endpoints, we combine data from multiple countries to the extent possible. For a more comprehensive experiment, we124

aggregate data from 4 countries where English is the main spoken language, namely the US, UK, Australia, and Canada. We125

first estimate the linear correlation between query frequencies and clinical data at all locations (in an aggregate fashion), from126

December 31, 2019 up to and including May 24, 2020. Results illustrating the top-correlated and anti-correlated search queries127

are depicted in Fig. 4(A); correlations with deaths, which are lower given the additional temporal difference, are depicted in128

Fig. S7(A). Queries about the disease (“covid”; r = .72) or the virus (“sars cov 2”; r = .67) are the top-correlated. Various129

related symptoms demonstrate strong correlations as well, although the amount of correlation is not necessarily reflective of the130

symptom’s occurrence probability; examples include rash (r = .63), pink eye (r = .58), blue face (r = .56), sneezing (r = .55),131
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Supplementary Figure 5. Transfer learning models based on online search data for 7 countries and their temporal
progression using Italy as the source country. The figures show an ongoing (updated on a daily basis) estimated trend for
confirmed COVID-19 cases compared to the reported one. The solid line represents the mean estimate from an ensemble of
models. Application dates for physical distancing or lockdown measures are indicated with dash-dotted vertical lines; for
countries that deployed different regional approaches, the first application of such measures is depicted. Time series are
standardised and smoothed using a 3-point moving average, centred around each day. We use this minimum amount of
smoothing to remove some of the noise for visualisation purposes and maintain our ability to compare the transferred models to
the corresponding clinical data.

7/11

Transfer learning for COVID-19 incidence models — In prac,ce

54Modelling infec,ous diseases using online search



8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  US

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  Australia

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  Canada

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3
C

on
fir

m
ed

 c
as

es
 tr

en
d  France

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  Greece

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-2

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d  South Africa

8 9 10 11 12 13 14 15 16 17 18 19 20 21
Days (2020) - Commencing week number

-1

0

1

2

3

C
on

fir
m

ed
 c

as
es

 tr
en

d

 UKunsupervised (weighted, minimised news effects)
transfer learning (based on Italy)
physical distancing measures
lockdown measures

Supplementary Figure 6. Comparison between transfer learning and unsupervised (weighted, minimised news effects)
models based on online search data for 7 countries. Italy is the source country for the transfer learning models. Both time series
are standardised to allow comparison. The solid black line represents the mean estimate from an ensemble of transferred
models. The shaded area shows 95% confidence intervals based on all transferred model estimates. The solid red line shows the
estimates from the unsupervised model. Application dates for physical distancing or lockdown measures are indicated with
dash-dotted vertical lines; for countries that deployed different regional approaches, the first application of such measures is
depicted. Time series are smoothed using a 3-point moving average, centred around each day.
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Supplementary Figure 6. Comparison between transfer learning and unsupervised (weighted, minimised news effects)
models based on online search data for 7 countries. Italy is the source country for the transfer learning models. Both time series
are standardised to allow comparison. The solid black line represents the mean estimate from an ensemble of transferred
models. The shaded area shows 95% confidence intervals based on all transferred model estimates. The solid red line shows the
estimates from the unsupervised model. Application dates for physical distancing or lockdown measures are indicated with
dash-dotted vertical lines; for countries that deployed different regional approaches, the first application of such measures is
depicted. Time series are smoothed using a 3-point moving average, centred around each day.

8/11

Correla%on between the 
transferred models and the 
unsupervised models with 
reduced media effects 
• ravg = .66 
• rmax-avg = .80, when the 

transferred 0me series 
are brought 5 days 
forward

Transfer learning vs. unsupervised learning
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• Examine the sta0s0cal rela0onship between web search frequencies and confirmed 
COVID-19 cases (or deaths) 

• Jointly for 4 English-speaking countries (US, UK, Australia, Canada) 

‣ a{empt to reduce the bias of clinical endpoints in these different countries 

‣ focus on English-speaking countries for more comprehensive outcomes (without the 
need to translate searches) 

• Use a broader set of search terms, not just symptom-related 
— figshare.com/projects/Tracking_COVID-19_using_online_search/81548 

• Compute the joint bivariate correla0on between search frequency and clinical indicators 
(cases or deaths) without any shi�ing and a�er shi�ing data so as to maximise it

Correla0on analysis
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coronavirus dizziness
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59Modelling infec,ous diseases using online search



• Same 4 English speaking countries (US, UK, Australia, Canada) 

• Joint approach again 

• Mul%variate regression analysis 

‣ Learn many elas0c net models for different levels of sparsity (50%-99% to reduce the 
chance of overfieng) to jointly es0mate cases or deaths based on web search data in 
these 4 countries 

‣ Train on data up to day d, test performance on the next day, d+1 

‣ Repeat this daily from the 2nd of March to the 24th of May, 2020 

‣ Use ground truth to find the best solu0on at each sparsity level 

‣ Compute the impact (average across all days) of each search term in the best solu0on at 
each density level

Regression analysis
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Regression analysis — confirmed COVID-19 cases
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The Royal College of General Prac00oners (RCGP) swabbing scheme included people with no 
COVID-19-related symptoms → be{er capturing community-level spread

Comparison with RCGP’s swabbing scheme (England)
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Transla0on and impact — Part of UK’s COVID-19 surveillance

gov.uk/government/sta0s0cs/
na0onal-flu-and-covid-19-
surveillance-reports-2023-

to-2024-season

 

 

 

COVID-19 vaccine surveillance report 
 

Week 9  
 
3 March 2022
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covid.cs.ucl.ac.uk
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https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://www.gov.uk/government/statistics/national-flu-and-covid-19-surveillance-reports-2023-to-2024-season
https://covid.cs.ucl.ac.uk


Part D 

Advanced models for disease prevalence forecas#ng
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Morris, Hayes, Cox, Lampos (2023), PLOS Comput. Biol. 
Shu, Lampos (2024), Under review



Neural networks for disease forecas0ng — Feedforward baseline
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Ft0−τ:t0
, Qt0−τ+δ:t0+δ FC1

̂y

Inputs Outputs

̂σ

[τ (m + 1) + 1] × L1 (L1 + 1) × L2 (L2 + 1) × 2

ReLu FC2 ReLu

Softplus

FCBNN

Network

‣ Input: web search ac0vity ( ), previous ILI rates ( ) with a temporal delay  fla{ened over a 
window of  days 

‣ Output: mean forecasted ILI rate and its standard devia0on  days ahead 
‣ BNN denotes a fully connected Bayesian layer with a probability distribu0on over its weights 
‣ Data / aleatoric uncertainty: by using nega0ve log likelihood as our loss func0on to obtain a 

mean and a standard devia0on for each forecast 
‣ Model / epistemic uncertainty: by training the BNN layer using varia0onal inference 
‣ Combine data and model uncertain0es by sampling the posterior of the NN’s parameters 
‣ Mul0ple output es8mates (samples) are used to derive a forecast and its confidence intervals

Q F δ
τ + 1

γ − δ

Morris et al. (2023), PLOS Comput. Biol.



Neural networks for disease forecas0ng — Simple RNN (SRNN)
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Ft0
, Qt0+δFt0−τ

, Qt0−τ+δ

GRU t0−τ
GRUt0

FCBNN

̂y ̂σ

Softplus

Inputs

Network

Outputs

‣ Replace FF layers with a GRU layer 

‣ Input is not fla{ened as it 
becomes a 0me series sequence

Morris et al. (2023), PLOS Comput. Biol.



Neural networks for disease forecas0ng — Itera0ve RNN (IRNN)
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Neural network architectures

The three NN architectures we have deployed are described next. Each NN outputs two values,
namely an ILI rate forecast estimate (ŷ) and an associated data uncertainty (ŝ). Each architec-
ture also has an additional Bayesian layer where the weights are specified by an associated
probability distribution. Multiple models are instantiated, based on sampling from the weight
distribution, and the outputs from these model instances are used to estimate the model
uncertainty.

Feedforward Neural Network (FF). The FF model has two hidden feedforward neural lay-
ers with a ReLU (max(0, x)) activation function, and a Bayesian layer (S12 Fig). The input to the
network is a window of τ + 1 days of ILI rates and m search query frequencies. There is an ILI
rate collection delay of δ days, in that at day t0 we know (CDC has published) the ILI rate of day
t0 − δ. The delay is assumed to be δ = 14 days throughout our experiments. Thus, at day t0, the
input to the network consists of ILI rates, Ft0�t to Ft0

, and search query frequencies, Qt0ád�t

through Qt0�d. We ignore the temporal structure of the data and use an (m + 1) × (τ + 1) vector

as the input to the neural network. The output of the network is an estimate of the ILI rate and
corresponding data uncertainty γ days ahead.

Simple Recurrent Neural Network (SRNN). This is a recurrent neural network which
observes a time series of ILI rates and search frequencies (S13 Fig). The input to the network is
the same as for FF, but without flattening into a vector. We feed the (m + 1) × (τ + 1) input
matrix into a Gated Recurrent Unit (GRU) layer one day at a time. The final output of the
GRU is passed to a dense layer with a distribution over its weights.

Iterative Recurrent Neural Network (IRNN). This is a recurrent neural network which
makes forecasts of the ILI rate and search frequencies one day at a time. It bases forecasts on
its own previous forecasts. IRNN comprises a recurrent GRU layer and a feedforward Bayesian
layer as shown in Fig 4. We have also described how model training works with pseudocode in
the Supporting Information (S14 Fig). Given its special structure, IRNN does not incorporate

Fig 4. Diagram of the IRNN architecture where for the recurrent layers (RNN) we have used a Gated Recurrent Unit. An ILI rate, F 2 [0, 1], and m search query
frequencies, Q 2 Rm

�0, beginning from time point (day) t0 − τ are fed into the network a day at a time. τ denotes the window size of past observations that we consider (τ
+ 1 = 56 days). The reporting delay of the ILI rates means that when an ILI rates are available up to day t0, search query frequencies are available up to day t0 + δ, where δ
= 14 days in our experiments. Dashed arrow lines denote that the model is called for multiple time-steps (where a time step is a day). For days t0 − τ to t0, IRNN enters a
warm-up phase where it sets the hidden states in the RNN layer without making any predictions. For days t0 to t0 + δ, we can observe search query frequencies, but we

cannot observe ILI rates. At this stage, IRNN performs nowcasting with respect to input Q. During nowcasting the estimated ILI rate F̂ t is combined with the true search
frequencies Qt use as the input for the next time step. The query search frequency estimates which are not used (as they are known to us) are shown by a faded box. For
days t0 + δ + 1 to t0 + γ, where γ denotes the forecasting horizon, IRNN conducts pure forecasting as neither search query frequencies nor ILI rates are known for that
period. Forecasted values for both of them are used as inputs for subsequent time steps. The full sequence of both predicted ILI rates and search query frequencies is used
in the training loss.

https://doi.org/10.1371/journal.pcbi.1011392.g004

PLOS COMPUTATIONAL BIOLOGY Influenza forecasting with neural networks associated uncertainty using Web search data

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011392 August 28, 2023 12 / 23

‣ Fully autoregressive, i.e. the network predicts all the input data for the next 0me step 
‣ Feeds this data back to itself, unlimited forecas0ng horizon 
‣ Ini0ally for a certain some of the data (Google) is known to us (we feed the actual data 

not the predicted ones) 
‣ Limita8on: IRNN does not use forecas0ng distance to calibrate uncertainty

Morris et al. (2023), PLOS Comput. Biol.



Forecas0ng accuracy (ILI, US)
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Forecas8ng 
horizon

Accuracy 
metrics FF SRNN IRNN

γ = 21 

7 days ahead

CRPS 0.39 0.41 0.30
MAE 0.51 0.55 0.42

r 0.85 0.83 0.87

γ = 28 

14 days ahead

CRPS 0.50 0.50 0.38
MAE 0.63 0.64 0.53

r 0.76 0.78 0.84

CRPS: Con0nuous Ranked Probability Score 
MAE: Mean Absolute Error 
r: bivariate (linear) correla0on 
γ: γ days-ahead compared to the last ILI 
rate in the input (autoregressive), γ-14 days 
ahead compared the last search query 
frequency

Morris et al. (2023), PLOS Comput. Biol.



Influenza-like illness (ILI) forecasts (US)
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Feedforward NN

Simple RNN

Actual flu rates (CDC)

7 days ahead 

14 days ahead 

7 days ahead 

14 days ahead 

90% confidence intervals 
(lighter colour)

50% confidence intervals 
(darker colour)

Morris et al. (2023), PLOS Comput. Biol.



Influenza-like illness (ILI) forecasts (US)
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Simple RNN

7 days ahead 

14 days ahead 

Itera8ve RNN

7 days ahead 

14 days ahead 

Actual flu rates (CDC)

Morris et al. (2023), PLOS Comput. Biol.



geographical regions (50 US states, 10 Health and Human Services regions, the district of
Columbia, Puerto Rico, and Guam) as well as ILI rates at the national level. The NNs use only
national US ILI rates, augmented with a US national aggregate of Web search activity data.
The latter is more recent, i.e. search query frequencies are available until t0 + δ which is after
the last observed ILI rate (t0). To remove this temporal advantage, we do not use Web search
activity data generated after t0 when training models for comparing with Dante. Secondly,
Dante is trained using a leave-one flu season-out methodology, training on all other flu seasons
(past and future) but the test one. Thus, for example, for the test season 2016/17, Dante will
use historical data prior to 2016 and after 2016/17. We do not consider this appropriate as, in
practice, a deployed system has no knowledge of future seasons. However, for comparison pur-
poses, we train our models using leave-one flu season-out as well. We note that we were not
able to successfully train Dante when restricting training data to exclude future seasons;
Dante’s performance was much worse to be considered for a comparison. We emphasise that
training on dates after the test season is only done when comparing to Dante. Another caveat
is that Dante exploits regional ILI prevalence to come up with a national forecast—this can
sometimes provide an earlier warning as outbreaks will first be recorded sub-nationally. Our
models are not built this way, and cannot leverage from this information. The final remark is
that Dante performs retraining prior to conducting a forecast. Although that is possible for the

Fig 3. Calibration plots for the forecasts made by the three NN models (FF, SRNN, and IRNN) averaged over the four test periods (2015/16 to 2018/19) and
shown for the 4 forecasting horizons (γ). The lines show how frequently the ground truth falls within a confidence interval (CI) of the same level. To be more precise,
a point (x, y) denotes that the proportion y 2 [0, 1] of the forecasts when combined with a CI at the x × 100% level include the ground truth (successful forecasts). The
optimal calibration is shown by the diagonal black line. Points above or below the diagonal indicate an over- or under-estimation of uncertainty, and hence an under-
or over-confident model, respectively. The shadows show the upper and lower quartile of the calibration curves when the models are trained multiple times with
different initialisation seeds. The plot broken out into separate test periods is shown in the Supporting Information (S11 Fig).

https://doi.org/10.1371/journal.pcbi.1011392.g003

PLOS COMPUTATIONAL BIOLOGY Influenza forecasting with neural networks associated uncertainty using Web search data

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011392 August 28, 2023 7 / 23

Uncertainty calibra0on
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Comparison between IRNN and “Dante”
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Forecas8ng 
horizon

Accuracy 
metrics Dante IRNN

γ = 21 

21 days ahead

MAE 0.53 0.47

r 0.73 0.81

γ = 28 

28 days ahead

MAE 0.61 0.60

r 0.68 0.78

Osthus & Moran (2021), Nat. Commun.

‣ State of the art performance based on 
a CDC compe00on 

‣ “Dante” leverages informa0on from 
US regions, IRNN model does not 

‣ IRNN provides be{er accuracy and 
more meaningful uncertainty bounds 
(see next slide!) 

‣ NB: In these experiments, we have 
removed the ability of our model to 
use more recent web search ac0vity

Morris et al. (2023), PLOS Comput. Biol.



Comparison with “Dante”
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Itera8ve RNN

Dante

Actual flu rates (CDC)

Morris et al. (2023), PLOS Comput. Biol.



Time series forecas0ng with DEFORMTIME
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Under review as submission to TMLR

Figure 1: The architecture of DeformTime. We use the notation introduced in sections 2 and 3.
DeformTime’s core modules comprise two deformable attention blocks (DABs), a variable DAB (V-
DAB) and a temporal DAB (T-DAB) that respectively capture inter- and intra-variable dependencies. Both
DABs reside in the Encoder module. We deploy a 2-layer GRU as the Decoder. Finally, we have visualised
key data operations (Segment and Adapt blocks) that take place in the DABs.

dependencies between variables (Zeng et al., 2023; Nie et al., 2023; Jia et al., 2023; Lee et al., 2024; Jin et al.,
2024; Lin et al., 2024). The counterargument from these approaches is that forecasters without inter-variable
dependency modules benefit from being able to use longer look-back windows without significantly increasing
model complexity (Han et al., 2023). Nevertheless, a common issue throughout the deep learning MTS
forecasting literature that casts doubt on some of these conclusions is the inappropriateness of various
benchmark tasks (see Appendix B.4). In addition, recent work has argued that to improve performance
while exploiting inter-variable dependencies, more e!ort is required in temporally aligning the input time
series (Zhao & Shen, 2024). Motivated by this, we have introduced guided re-arrangements of the input to
better capture inter- and intra-variable dynamics.

Deformable neural networks were initially proposed in computer vision (Dai et al., 2017) to accommodate
geometric transformations with Convolutional Neural Networks (CNNs). Combined with transformer-based
NN architectures, deformation has achieved SOTA performance in various tasks (Zhu et al., 2021; Chen
et al., 2021; Xia et al., 2022). Prior work (Wang et al., 2024c) has used deformable mechanisms within time
series forecasting. However, their application was limited to establishing intra-variable dependencies and was
outperformed by later models (Nie et al., 2023; Liu et al., 2024). Based on the aforementioned insights, this
paper introduces DeformTime, a novel MTS forecasting model that deploys a deformable module on top of
transformer encoders to introduce some flexibility in the determination of receptive fields across di!erent
variables and time steps. The premise of DeformTime is the inclusion of learnable mechanisms that we refer
to as deformable attention blocks (DABs). These enable transformations of the input information stream that
enhance learning from key patterns within endo- but most importantly exogenous variables, an operation
that ultimately improves forecasting accuracy.

We summarise the main contributions of this paper as follows:

(a) We propose DeformTime, a novel MTS forecasting model, that better captures inter- and intra-variate
dependencies at di!erent temporal granularities. It comprises two DABs which facilitate learning from
adaptively transformed input across variables (V-DAB) and time (T-DAB).

2

Shu, Lampos (2024), Under review



DEFORMTIME — Influenza-like illness (ILI) forecas0ng accuracy (England)
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DEFORMTIME — Influenza-like illness (ILI) forecas0ng accuracy (US region 9)
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DEFORMTIME vs. other models — 28 days ahead, 2018/19, England
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Figure 2: 28 days ahead forecasting results for influenza season 2018/19 in England (ILI-ENG) for all models.
The black line denotes the ground truth, i.e. the reported (actual) ILI rates.

performance metrics are obtained from one train / test split for each forecasting horizon, following previously
reported evaluations.

DeformTime displays an overall superior accuracy. It outperforms the most competitive method (that might
be a di!erent one per task and horizon), reducing its MAE by 7.2% and its sMAPE by 4.5% on average
across all tasks and forecasting horizons. In more absolute terms, DeformTime is the best performing model
in all but two occasions based on MAE, and 20 out of 24 times based on sMAPE. With the exception of the
weather task that draws upon a 1-year data set from a single location and hence is only expected to o!er
limited insights while attempting to predict 720 time steps (7.5 days) ahead (see also Appendix B.4), our
method o!ers on average 9.3% of MAE reduction in the most challenging forecasting tasks. Specifically, MAE
is reduced by 5.5% in the ETT tasks (for H =720 hours), and by 14.9% (England) or 4.4% (US Regions)
in the ILI tasks (for H =28 days). Therefore, performance gains do not decrease as the forecasting horizon
increases.

When comparing DeformTime to a specific forecaster, we notice that MAE reduction is >11% on average
across all tasks and forecasting horizons, ranging from a 11.9% reduction vs. ModernTCN to 34.8% vs.
DLinear.6 These significant performance gains highlight our model’s capacity to consistently perform well
under di!erent tasks and horizons compared to other SOTA models. Interestingly, DLinear fails to surpass
the average accuracy of a naïve persistence model (DeformTime reduces persistence’s MAE by 30.1%).

Turning our focus to the more interpretable task of predicting ILI rates, we first notice that forecasters that
model inter-variable dependencies while maintaining the structural information over time (ModernTCN,
Crossformer, LightTS, TimeMixer, and DeformTime) showcase superior performance. Compared to
DeformTime’s average sMAPE (across all locations) ranging from 18.96% to 26.14% for H =7 to 28 days
ahead forecasting respectively, the two consistent competitors are Crossformer (18.87% to 28.83%) and
ModernTCN (19.67% to 29.57%). The rest of the methods do not perform well as the task becomes more
challenging, reaching average sMAPEs ranging from 35.51% (LightTS) to 50.39% (TimeXer) for H =28 days.
Pending a more detailed evaluation (out-of-scope for this work), there is at least partial evidence to support
that DeformTime is a SOTA forecaster for ILI (Reich et al., 2019; Morris et al., 2021; Osthus & Moran,
2021; Morris et al., 2023). It not only demonstrates a great regression fit, but also captures the overall trend
while forecasting 28 days ahead (average correlation is >.90, see Tables D1, D2, and D4).

We depict the ILI rate forecasts of all models in Appendix E. A snapshot is presented in Figure 2, showcasing
28 days ahead predictions for influenza season 2018/19 in England. We observe that many models resemble
the naïve persistence model, providing smooth but shifted and hence uninformative forecasts. DLinear
provides the overall worst fit. With the exception of the TimeXer and iTransformer (see Appendix B
for a brief justification), competitive baseline models that capture inter-variable dependencies do perform

6
A brief note to further explain DLinear’s performance is provided in Appendix D.7.

9

— “SOTA” forecas0ng models make similar forecasts to a persistence model 
— Excep8ons: DeformTime, ModernTCN, Crossformer, LightTS 
— Forecas0ng influenza-like illness 28 days ahead seems possible

Meaningful forecas-ng 
models must NOT look like this! 



• Web search ac%vity can be used for infec%ous disease monitoring 

‣ the original Google Flu Trends model was definitely not the right approach 

‣ … but there are ways to get this right! 

• Disease models can be transferred to loca0ons where historical disease rates are not 
available 

• Unsupervised models based on web search ac0vity 

‣ require a careful design 

‣ could be helpful for novel infec0ous diseases (COVID-19), esp. when everything else fails 

• Deep learning for 0me series forecas0ng 

‣ uncertainty / further improvements / interpretability 

‣ combine with mechanis0c models

Concluding remarks
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