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Mapping online search to flu estimates

Combining the n 5 45 highest-scoring queries was found to obtain
the best fit. These 45 search queries, although selected automatically,
appeared to be consistently related to ILIs. Other search queries in the
top 100, not included in our model, included topics like ‘high school
basketball’, which tend to coincide with influenza season in the
United States (Table 1).

Using this ILI-related query fraction as the explanatory variable,
we fit a final linear model to weekly ILI percentages between 2003 and
2007 for all nine regions together, thus obtaining a single, region-
independent coefficient. The model was able to obtain a good fit with
CDC-reported ILI percentages, with a mean correlation of 0.90
(min 5 0.80, max 5 0.96, n 5 9 regions; Fig. 2).

The final model was validated on 42 points per region of previously
untested data from 2007 to 2008, which were excluded from all
previous steps. Estimates generated for these 42 points obtained a
mean correlation of 0.97 (min 5 0.92, max 5 0.99, n 5 9 regions)
with the CDC-observed ILI percentages.

Throughout the 2007–08 influenza season we used preliminary
versions of our model to generate ILI estimates, and shared our
results each week with the Epidemiology and Prevention Branch of
Influenza Division at the CDC to evaluate timeliness and accuracy.
Figure 3 illustrates data available at different points throughout the
season. Across the nine regions, we were able to estimate consistently
the current ILI percentage 1–2 weeks ahead of the publication of
reports by the CDC’s US Influenza Sentinel Provider Surveillance
Network.

Because localized influenza surveillance is particularly useful for
public health planning, we sought to validate further our model

against weekly ILI percentages for individual states. The CDC does
not make state-level data publicly available, but we validated our
model against state-reported ILI percentages provided by the state
of Utah, and obtained a correlation of 0.90 across 42 validation points
(Supplementary Fig. 3).

Google web search queries can be used to estimate ILI percentages
accurately in each of the nine public health regions of the United
States. Because search queries can be processed quickly, the resulting
ILI estimates were consistently 1–2 weeks ahead of CDC ILI surveil-
lance reports. The early detection provided by this approach may
become an important line of defence against future influenza epi-
demics in the United States, and perhaps eventually in international
settings.

Up-to-date influenza estimates may enable public health officials
and health professionals to respond better to seasonal epidemics. If a
region experiences an early, sharp increase in ILI physician visits, it
may be possible to focus additional resources on that region to
identify the aetiology of the outbreak, providing extra vaccine capa-
city or raising local media awareness as necessary.

This system is not designed to be a replacement for traditional
surveillance networks or supplant the need for laboratory-based dia-
gnoses and surveillance. Notable increases in ILI-related search activity
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Figure 1 | An evaluation of how many top-scoring queries to include in the
ILI-related query fraction. Maximal performance at estimating out-of-
sample points during cross-validation was obtained by summing the top 45
search queries. A steep drop in model performance occurs after adding query
81, which is ‘oscar nominations’.

Table 1 | Topics found in search queries which were found to be most cor-
related with CDC ILI data

Search query topic Top 45 queries Next 55 queries
n Weighted n Weighted

Influenza complication 11 18.15 5 3.40
Cold/flu remedy 8 5.05 6 5.03
General influenza symptoms 5 2.60 1 0.07
Term for influenza 4 3.74 6 0.30
Specific influenza symptom 4 2.54 6 3.74
Symptoms of an influenza
complication

4 2.21 2 0.92

Antibiotic medication 3 6.23 3 3.17
General influenza remedies 2 0.18 1 0.32
Symptoms of a related disease 2 1.66 2 0.77
Antiviral medication 1 0.39 1 0.74
Related disease 1 6.66 3 3.77
Unrelated to influenza 0 0.00 19 28.37
Total 45 49.40 55 50.60

The top 45 queries were used in our final model; the next 55 queries are presented for
comparison purposes. The number of queries in each topic is indicated, as well as query-
volume-weighted counts, reflecting the relative frequency of queries in each topic.
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Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Data available as of 12 May 2008
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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• Complement traditional syndromic surveillance 
" timeliness 
" broader demographic coverage, larger cohort 
" broader geographic coverage 
" not affected by closure days 
" lower cost 

• Applicable to locations that lack an established 
healthcare system

Why estimate flu rates from online search?



Google Flu Trends — discontinued
Online data for health  (2/3)

Google Flu Trends (discontinued)
— popularising an established idea 
     Ginsberg et al. (2009); Eysenbach (2006); Polgreen et al. (2008)



Google Flu Trends — why did it fail?
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Google Flu Trends — why did it fail?

• non-ideal query selection, model simplicity 
• inappropriate evaluation (less than 1 flu season!)
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• Treat single search queries as distinct variables

• Model nonlinearities
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• Treat single search queries as distinct variables

• Model nonlinearities

• Model groups of queries that share common temporal 
patterns

Gaussian Processes (GPs) 
— distribution over functions that can explain the data 
— allow some room for model interpretability 
— can model uncertainty

Multivariate, nonlinear, generative models



Correcting the deficiencies of Google Flu Trends 
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• 42% mean absolute error reduction compared to 
Google Flu Trends 

• .95 Pearson correlation (previously .89) with CDC



Modelling uncertainty
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Combining GPs with autoregression (AR)
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• 1 week delay in incorporating historical CDC estimates 
• 27% mean absolute error reduction over GFT with AR 
• 52% mean absolute error reduction over GP without AR 
• .99 Pearson correlation with CDC



• Select search queries based on their semantic 
similarity to the topic of flu

• Make this possible by using word embeddings, i.e. 
word representations in a common vector space  
— learn them using a corpus of 215 million tweets

Query selection based on meaning



• Select search queries based on their semantic 
similarity to the topic of flu

• Make this possible by using word embeddings, i.e. 
word representations in a common vector space  
— learn them using a corpus of 215 million tweets

Analogy: A (is to) → B   what   X (is to) → ? 
Rome → Italy           London → [UK, Denmark, Sweden] 
go → went               do → [did, doing, happened] 
Messi → football      Lebron → [basketball, bball, NBA] 
Elvis → Presley        Aretha → [Franklin, Ruffin, Vandross] 
UK → Brexit            Greece → [Grexit, Syriza, Tsipras] 
UK → Farage           USA → [Trump, Farrage, Putin]

Query selection based on meaning



• Select search queries based on their semantic 
similarity to the topic of flu

• Make this possible by using word embeddings, i.e. 
word representations in a common vector space  
— learn them using a corpus of 215 million tweets

• Combine temporal correlation with semantic 
similarity (hybrid similarity) for optimal feature 
selection

Query selection based on meaning



2013 2014 2015
0

5

10

15

20

25

30

35

IL
I r

at
es

RCGP (England)
Correlation-based feature selection

Query selection based on meaning — Results

prof. surname (70%) 
name surname (27%) 
heating oil (21%) 

name surname recipes (21%) 
blood game (12.3%) 
swine flu vaccine side effects (7.2%)

Examples of spurious selected queries



Query selection based on meaning — Results
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Hybrid feature selection

• 12.3% performance improvement 
• .913 Pearson correlation with RCGP ILI rates



i-sense flu (Flu Detector)

! fludetector.cs.ucl.ac.uk @isenseflu

https://fludetector.cs.ucl.ac.uk/?source=plink&startDate=2018-09-01&endDate=2019-07-01&resolution=week&smoothing=0&id=3


i-sense flu (Flu Detector)

! fludetector.cs.ucl.ac.uk

• daily flu estimates for England, publicly accessible 
• transferred to Public Health England (PHE) 
• its estimates have been included in the two most 

recent annual flu reports of PHE (gov.uk/
government/statistics/annual-flu-reports) 

• open source, github.com/UCL/fludetector-flask 

• credit to David Guzman for constantly refining it

@isenseflu

https://fludetector.cs.ucl.ac.uk/?source=plink&startDate=2018-09-01&endDate=2019-07-01&resolution=week&smoothing=0&id=3
https://www.gov.uk/government/statistics/annual-flu-reports
https://www.gov.uk/government/statistics/annual-flu-reports
https://www.gov.uk/government/statistics/annual-flu-reports
https://github.com/UCL/fludetector-flask


Forecasting flu rates — Ongoing work

mean absolute error = 2.56 (cases per 100,000) 
r = .901
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3-weeks ahead forecasts (preliminary model)

led by Simon Moura



Forecasting flu rates (US) — Ongoing work

mean absolute error = 0.33% 
r = .927
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Multi-task learning for flu

Multi-task learning (MTL) vs. single-task learning (STL) 
• learns models jointly instead of independently 
• for related tasks is performing better than STL solutions 
• provides good performance with fewer training samples

Flu models with MTL 
• limit performance loss under sporadic training data 
• improve accuracy  
" of regional models within a country 
" across different countries



Modelling flu across US regions with MTL

Multi-Task Learning Improves Disease Models from Web Search
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ABSTRACT
We investigate the utility of multi-task learning to disease surveil-
lance using Web search data. Our motivation is two-fold. Firstly,
we assess whether concurrently training models for various ge-
ographies — inside a country or across di�erent countries — can
improve accuracy. We also test the ability of such models to assist
health systems that are producing sporadic disease surveillance
reports that reduce the quantity of available training data. We ex-
plore both linear and nonlinear models, speci�cally a multi-task
expansion of elastic net and a multi-task Gaussian Process, and
compare them to their respective single task formulations. We use
in�uenza-like illness as a case study and conduct experiments on
the United States (US) as well as England, where both health and
Google search data were obtained. Our empirical results indicate
that multi-task learning improves regional as well as national mod-
els for the US. The percentage of improvement on mean absolute
error increases up to 14.8% as the historical training data is reduced
from 5 to 1 year(s), illustrating that accurate models can be obtained,
even by training on relatively short time intervals. Furthermore, in
simulated scenarios, where only a few health reports (training data)
are available, we show that multi-task learning helps to maintain
a stable performance across all the a�ected locations. Finally, we
present results from a cross-country experiment, where data from
the US improves the estimates for England. As the historical train-
ing data for England is reduced, the bene�ts of multi-task learning
increase, reducing mean absolute error by up to 40%.
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Web Search, User-Generated Content, Disease Surveillance, Multi-
Task Learning, Regularized Regression, Gaussian Processes
ACM Reference Format:
Bin Zou, Vasileios Lampos, and Ingemar Cox. 2018. Multi-Task Learning
Improves Disease Models from Web Search. In Proceedings of The Web
Conference (TheWebConf 2018). ACM, New York, NY, USA, 10 pages. https:
//doi.org/10.1145/nnnnnnn.nnnnnnn

∗Also with Department of Computer Science, University of Copenhagen, Denmark.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
TheWebConf 2018, 23–27 Apr. 2018, Lyon, France
© 2018 Copyright held by the owner/author(s).
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM.
https://doi.org/10.1145/nnnnnnn.nnnnnnn

CA

OR

WA

MT

ID

NV
UT

AZ

WY

CO

NM

TX

OK

KS

NE

SD

ND

MN

WI

IA

IL

MO

AR

LA

MS AL GA

FL

SC

NC
TN

KY

IN

MI

OH

WV
VA

MD
DE

PA
NJ

NY
CT

MA

VT
NH

ME

RI

AK

HI

Region 1 Region 2 Region 3 Region 4 Region 5

Region 6 Region 7 Region 8 Region 9 Region 10

Figure 1: The 10 US regions as speci�ed by the Department
of Health & Human Services (HHS).

1 INTRODUCTION
Online user-generated content contains a signi�cant amount of
information about the o�ine behavior or state of users. For the
past decade, user-generated content has been used in a variety
of scienti�c areas, ranging from the social sciences [5, 21, 25] to
psychology [26, 39, 46] and health [14, 22, 29]. Focusing on the
health aspect, user-generated content has the advantage of being a
real-time and inexpensive resource, covering parts of the population
that may not be accessible to established healthcare systems. Thus,
it can facilitate novel approaches that may o�er complementary
insights to traditional disease surveillance schemes.

Existing algorithms for disease surveillance from user-generated
content are predominantly based on supervised learning paradi-
gms [17, 22, 31, 42]. These frameworks propose single task learning
solutions that do not consider the correlations of data across di�er-
ent geographies. They are also not accounting for situations, where
signi�cantly fewer health reports are available for training a model.
In this paper, we investigate the utility of multi-task learning to
exploit these correlations to both improve overall performance and
to compensate for a lack of training data in one or more geographic
locations.

Multi-task learning can train a number of disease models jointly.
Compared to single task learning, it has the potential to improve
the generalization of a model by taking advantage of shared struc-
tures in the data. Previous work has shown that this may result in
signi�cant performance gains [2, 4, 6, 8, 13, 20, 32]. In the context

Train 10 US regional models for flu jointly



MTL across US and US regions

Pearson correlation mean absolute error
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MTL across US and US regions

Pearson correlation mean absolute error
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Performance for US regions — 1 year of training data



MTL across US and US regions

Pearson correlation mean absolute error

0.48

0.82

0.59

0.77

single-task learning
multi-task learning

Performance for US regions — 1 year of training data 
                                              50% of the data lost



MTL across US and England

Pearson correlation mean absolute error
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Performance for England — 1 year of training data                                           



Why estimate flu rates from online search?

" oxymoron: healthcare data is 
required for training the models!

• Complement traditional syndromic surveillance 
" timeliness 
" broader demographic coverage, larger cohort 
" broader geographic coverage 
" not affected by closure days 
" lower cost 

• Applicable to locations that lack an established 
healthcare system



Transfer learning for flu modelling  

Main task  
• train a model for a source location where historical 

syndromic surveillance data is available 
• transfer it to a target location where syndromic surveillance 

data is not available or, in our experiments, ignored

Transfer learning steps  
1. Learn a regression model for a source location  
2. Map search queries from the source to the target domain 
3. Transfer the source regression weights to the target 

domain



Mapping source to target queries

• Direct translation does not work

• Two similarity components
" Semantic similarity (meaning) using cross-lingual 

word embedding representations (Θs)
" Temporal similarity based on their frequency time 

series (Θc)

• Joint similarity: Θ = γΘs + (1−γ)Θc ,  γ ∈ [0,1]



Source: US, Target: France
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Source: US, Target: France
MAE = 61.5, r = .835

MAE = 46.8, r = .956

MAE = 34.1, r = .959



Source: US, Target: Australia

How similar are their flu rates?
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Source: US, Target: Australia
MAE = 42.6, r = .7

MAE = 30.3, r = .915

MAE = 22, r = .921



Conclusions

We have shown that we can 
• estimate flu rates from online search 
" right modelling approach 
" right query selection approach 

• utilise multi-task learning to improve models 
• transfer models when healthcare data is not available

Future work within i-sense includes 
• forecasting flu rates 
• translation of our research to public health solutions
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