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Facts

We started to work on this idea in 2008, when...

• Web contained 1 trillion unique pages (Google)

• Social Networks were rising, e.g.
◦ Facebook: 100m users in 2008, 955m in 2012 (June)
◦ Twitter: 6m users in 2008, 500m active users in 2012 (April)

• User behaviour was changing
◦ Socialising via the Web
◦ Giving up privacy (Debatin et al., 2009)
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Questions

• Does user generated text posted on Social Web platforms include
useful information?

• How can we extract this useful information...

... automatically? Therefore, not we, but a machine.

• Practical / real-life applications?

• Can those large samples of human input assist studies in other
scientific fields?
Social Sciences, Psychiatry...
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One slide on @Twitter. What does a ‘tweet’ look like?

Figure 1: Some biased and anonymised examples of tweets (limit of 140
characters/tweet, # denotes a topic)

(a) (user will remain anonymous) (b) they live around us

(c) citizen journalism (d) flu attitude
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Data Collection

• Considered to be the easiest part of the process...
... not true!
◦ Storage space
◦ Crawler implementation, parallel data processing
◦ Equipment, new technologies (e.g. Map-Reduce)

• Data collected and used in the following experiments
◦ tweets geo-located in 54 urban centres in the UK
◦ collected periodically (every 3 or 5 minutes per urban centre)
◦ approx. 0.5 billion tweets by 10 million users (06/2009 to 01/2012)
◦ ground truth (regional flu & local rainfall rates)
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Nowcasting Events from the
Social Web
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‘Nowcasting’?
We do not predict the future, but infer the present − δ

i.e. the very recent past
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Figure 2: Nowcasting the magnitude of an event (ε) emerging in the real world
from Web information

Our case studies: nowcasting (a) flu rates & (b) rainfall rates (?!)
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What do we get in the end?
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Figure 3: Inferred rainfall rates for Bristol, UK (October, 2009)
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Core Methodology (1/3) – Turning text into numbers
Candidate features (n-grams): C = {ci}

Set of Twitter posts for a time interval u: P(u) = {pj}

Frequency of ci in pj :

g(ci, pj) =
{
ϕ if ci ∈ pj ,
0 otherwise.

– g Boolean, maximum value for ϕ is 1 –

Score of ci in P(u):

s
(
ci,P(u)

)
=

|P(u)|∑
j=1

g(ci, pj)

|P(u)|
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Core Methodology (2/3)

Set of time intervals: U = {uk} ∼ 1 hour, 1 day, ...

Time series of candidate features scores:

X (U) =
[
x(u1) ... x(u|U|)

]T
,

where

x(ui) =
[
s
(
c1,P(ui)

)
... s

(
c|C|,P(ui)

)]T
Target variable (event):

y(U) =
[
y1 ... y|U|

]T
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Core Methodology (3/3) – Feature selection

Solve the following optimisation problem:

min
w

‖X (U)w − y(U)‖2`2

s.t. ‖w‖`1 ≤ t,

t = α · ‖wOLS‖`1 , α ∈ (0, 1].

• Least Absolute Shrinkage and Selection Operator (LASSO)
(Tibshirani, 1996)

• Enforce sparsity on w (feature selection)

• Least Angle Regression (LARS) – computes entire regularisation
path (Efron et al., 2004)
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How do we form candidate features?

• Commonly formed by indexing the entire corpus
(Manning, Raghavan and Schütze, 2008)

• We extract them from Wikipedia, Google Search results, Public
Authority websites (e.g. NHS)
Why?
◦ reduce dimensionality to bound the error of LASSO

L(w) ≤ L(ŵ) +Q, with Q ∼ min
{
W 2

1
N

+ p

N
,
W 2

1
N

+ W1√
N

}
p candidate features, N samples, empirical loss L(ŵ) and

‖ŵ‖`1 ≤W1 (Bartlett, Mendelson and Neeman, 2011)

◦ Harry Potter Effect!
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The ‘Harry Potter’ effect (1/2)
Figure 4: Events co-occurring with the inference target may affect feature
selection, especially when the sample size is small.
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The ‘Harry Potter’ effect (2/2)
Table 1: Top-20 1-grams correlated with flu rates in England/Wales (06–12/2009)

1-gram Event Corr. Coef.
latitud Latitude Festival 0.9367
flu Flu epidemic 0.9344

swine N 0.9212
harri Harry Potter Movie 0.9112

slytherin N 0.9094
potter N 0.8972

benicassim Benicàssim Festival 0.8966
graduat Graduation (?) 0.8965

dumbledor Harry Potter Movie 0.8870
hogwart N 0.8852
quarantin Flu epidemic 0.8822
gryffindor Harry Potter Movie 0.8813
ravenclaw N 0.8738

princ N 0.8635
swineflu Flu epidemic 0.8633
ginni Harry Potter Movie 0.8620
weaslei N 0.8581
hermion N 0.8540
draco N 0.8533
snape N 0.8486

Solution: ground truth with as many peaks/troughs as possible
(Lampos, 2012a)
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About n-grams

1-grams:
• decent (dense) representation in the Twitter corpus
• unclear semantic interpretation
Example: “I am not sick. But I don’t feel great either!”

2-grams:
• very sparse representation in tweets
• possibly clearer semantic interpretation

Based on our experimental process...

a hybrid combination of 1-grams and 2-grams
improves inference performance
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Flu rates – Example of selected features

Figure 5: Font size is proportional to the weight of each feature; flipped n-grams
are negatively weighted. All words are stemmed (Porter, 1980).

(Lampos and Cristianini, 2012)
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Rainfall rates – Example of selected features

Figure 6: Font size is proportional to the weight of each feature; flipped n-grams
are negatively weighted. All words are stemmed (Porter, 1980).

(Lampos and Cristianini, 2012)
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Examples of inferences
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(a) Central England/Wales (flu)
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(b) South England (flu)
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(c) Bristol (rain)

Figure 7: Examples of flu and rainfall rates inferences from Twitter content
(Lampos and Cristianini, 2012)
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Flu Detector

URL: http://geopatterns.enm.bris.ac.uk/epidemics

Figure 8: Flu Detector uses the content of Twitter to nowcast flu rates in several
UK regions

(Lampos, De Bie and Cristianini, 2010)
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Extracting Mood Patterns from
the Social Web
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Computing a mood score
Table 2: Mood terms from WordNet Affect

Fear Sadness Joy Anger
afraid depressed admire angry
fearful discouraged cheerful despise
frighten disheartened enjoy enviously
horrible dysphoria enthousiastic harassed
panic gloomy exciting irritate
... ... ... ...

(92 terms) (115 terms) (224 terms) (146 terms)

Mood score computation for a time interval u using n mood
terms and a sample of D days:

Ms(u) = 1
|D|

|D|∑
j=1

(
1
n

n∑
i=1

sf
(tj,u)
i

)

sf
(td,u)
i = f

(td,u)
i − f̄i

σfi

, i ∈ {1, ..., n}.

f
(td,u)
i : normalised frequency of a mood term i during time interval u in day d∈D
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Circadian mood patterns (1/2)
Figure 9: Circadian (24-hour) mood patterns based on UK Twitter content
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Circadian mood patterns (2/2)
Figure 10: Autocorrelation of circadian mood patterns based on hourly lags
revealing periodicities
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(a) Fear
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(b) Sadness
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(c) Joy

1 12 24 36 48 60 72 84 96 108 120 132 144 156 168

0

0.1

0.2

0.3

Autocorr. Lags (Hours)

A
u

to
co

rr
. (

A
n

g
er

)

 

 
Autocorr.
Conf. Bound

(d) Anger
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The mood of the nation (1/5)
Figure 11: Daily time series for the mood of Joy based on Twitter content
geo-located in the UK

27august2012

We turned our attention to the issue of 
public mood, or sentiment. Our goal was to 
analyse the sentiment expressed in the collec-
tive discourse that constantly streams through 
Twitter. Or – as we called it – the mood of 
the nation. 

We used tweets sampled from the 54 larg-
est cities in the UK over a period of 30 months. 
There were more than 9 million different users, 
and 484 million tweets. It is important to notice 
that studies of this kind rely on very efficient 
methods of data management and text mining, 
which we have been refining for years, during 
our studies of news content5, as well as social 
media content. Our infrastructure is based on 
a central database, and multiple independent 
modules that can annotate the data6.

Notice also that the period we analysed 
goes from July 2009 to January 2012, a period 
marked by economic downturn and some so-
cial tensions. This will become relevant when 
analysing our findings.

There are standard methods in text analy-
sis to detect sentiment: they are used mostly 
in marketing research, when analysts want to 
know the opinion of users of a certain camera, 
or viewers of a certain TV show. Each of the 
basic emotions (fear, joy, anger, sadness) is 
associated with a list of words, generated by 
a combination of manual and automatic meth-
ods, and successively benchmarked on a test 
set. This is called citation-sentiment analysis. 
We did not want to develop a new method 
for sentiment analysis, so we directly applied 
a standard one to the textual stream generated 
by UK Twitter users. We sampled the tweet-
stream every 3 to 5 minutes, specifying location 
to within 10 km of an urban centre. Our word-
list contained 146 anger words, 92 fear words, 
224 joy words and 115 sadness words. They 

can be found at the WordNet-Affect website 
(http://wordnet.princeton.edu)7.

In the flu project we had a “ground truth”, 
of independently-measured flu cases. This 
time around we did not, as no one seems to be 
constantly measuring sentiment in the general 
population. This means that the methods and 
the conclusions will be of a different nature. 
Whereas in the flu project the list of keywords 
(whose frequency is used to compute the flu 
score) is discovered by our algorithm, with 
the goal of maximising correlation with the 
ground truth, in the mood project we had to 
feed the key words in ourselves – we got them 
from citation-sentiment analysis as mentioned 
above – and we have no ground truth to com-
pare the result with. 

By applying these tools to a time series of 
about 3 years of Twitter content we found that 
each of the four key emotions changes over 
time, in a manner that is partly predictable (or 
at least interpretable). We were reassured to 
find there was a periodic peak of joy around 

Christmas (Figure 2) – surely due to greetings 
messages – and a periodic peak of fear around 
Halloween, again probably due to increased 
usage of certain keywords such as ‘scary’. These 
were sanity checks, which showed us that 
word-counting methods can provide a reason-
able approach to sentiment or mood analysis. 
How far Christmas greetings accurately repre-
sent real joy, as opposed to duty and wishful 
thinking, is of course another question. We do 
not expect that a high frequency of the word 
‘happy’ necessarily signifies happier mood in 
the population. Our measures of mood are not 
perfect, but these effects could be filtered away 
by a more sophisticated tool designed to ignore 
conventional expressions such as ‘Happy New 
Year’. It is, however, a remarkable observation 
that certain days have reliably similar values 
in different years. This suggests that we have 
reduced statistical errors to a very low level.

But what came out most strongly is the 
strong transition, towards a more negative 
mood, that started in the week of October 20th, 
2010. This was the week that the Prime Minis-
ter Gordon Brown announced massive cuts in 
public spending. It was a clear change point that 
we could validate by a statistical test. It was, if 
you like, the moment that people realised that 
austerity was not just for others; it would be 
affecting their own lives too. The effects of that 
major shift in collective mood are still felt today.

We also found a sustained growth in an-
ger (Figure 4) in the weeks leading up to the 
summer riots of August 2011, when parts of 
London and several other cities across England 
suffered widespread violence, looting and arson.  

It is interesting that the growth in anger 
seems to have started before the riots them-
selves, but this does not mean that we could 

Figure 1. A word cloud automatically generated from Twitter traffic. The larger the word, the greater the 
correlation with flu epidemics. Upside-down words have negative correlations

Figure 2. Plot of the time series representing levels of joy estimator over a period of 2½ years. Notice the peaks 
corresponding to Christmas and New Year, Valentine’s day and the Royal Wedding
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The mood of the nation (2/5)
Figure 12: Daily time series for the mood of Anger based on Twitter content
geo-located in the UK

28 august2012

have predicted them. Discovering an interesting 
correlation after the fact can be of great help to 
social scientists and other scholars, when inter-
preting those events, but is very different from 
predicting the events. There have been other 
increases in anger before, without this lead-
ing to any riots. As there is no official record 
of public mood, we need to be contented with 
finding correlations between trends in the time 
series of each emotion and events in the exter-
nal world. We can find peaks of emotion for the 
death of Amy Winehouse, and of Osama Bin 
Laden; during the run-up to the Royal Wed-
ding in April 2011 people felt calmer.

After the collection and the analysis part, 
we considered how to best visualise our results. 
With big data this is always a consideration. 
The data sets are so large, and the possible 
interactions they represent can be so complex, 
that graphic displays are becoming the norm. 
We are dealing with emotions; and we found 
an open source tool that represents emotions 
by a cartoon of a face whose expression depends 
on degrees of anger, joy, surprise, fear, sadness 
and disgust. It is called the grimace project 
(http://grimace-project.net), and 
we used it in conjunction with timelines. The 
end result can be used by the public as well as 
by researchers. Figure 3 is taken from our mood 
browser tool, which is live and interactive at 
http://mediapatterns.enm.bris.
ac.uk/mood/. If you visit the site and drag 
the cursor along the time-line to October 2010, 
you will easily identify the week of the spend-
ing cuts: you will see the face suddenly wince. 

There are some important considerations 
to make and lessons to learn, from the point of 
view of data analysis. The first is that the social 
sciences can now enter a data-driven phase, 
but this will require vast amounts of non-
traditional data. The exploitation of big data 

will require the use of multiple tools, from dif-
ferent fields. Data management, data mining, 
text mining and data visualisation all seem to 
be as necessary as the statistical analysis part.

The second consideration is a caveat: 
since we did not choose the parameters of the 
mood system so as to correlate our score to 
the same score for the general UK population, 
we cannot claim that our mood scores were 
calibrated to compensate for the various and 
obvious biases we have in the data collection 
(unlike in the flu study). So all that we can 
claim – at best – is that we have measured 
the mood of city-dwelling Twitter users. They 
tend to be young; they tend to be savvy and 
techo-literate; they are definitely a biased 
sample of the UK population, although a large 
one, since we included posts by more than 9 
million individual users. 

Finally, there is the obvious caveat that 
goes with every statistical study: correlations 
– as we all know – are not causations. Even 
if there was an increase in anger and fear after 
the spending cuts were announced, how do 

we know that this was due to the announce-
ment? Many other factors could have caused it. 
This is where data analysis must stop, and the 
interpretation of social scientists must begin. 
But at least we have collected and digested 484 
million tweets for them, so that they can focus 
on the relevant questions. Big data can change 
the way social science is performed, but will 
not replace statistical common sense. 
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Figure 3. Visualisation of overall mood levels for the UK over 2½ years using timeline plots and the Grimace 
tool for facial expressions. The facial expression refers to October 27th, 2010. Visit mediapatterns.enm.
bris.ac.uk/mood

Figure 4. Plot of the time series for anger estimator over 2 and a half years. Notice visible change points 
corresponding to spending cuts and riots
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The mood of the nation (3/5)

Figure 13: Change point detection using a 100-day moving window
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The mood of the nation (4/5)
Figure 14: Projections of 4-dimensional mood signals on their top-2 principal
components (based on 2011 Twitter content)
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Days 1/45/358/365: New Year’s / Valentine’s / Christmas Eve / New Year’s Eve
Days 122/204/221: O.B. Laden’s death / Winehouse’s death, Breivik / UK riots

(Lampos, 2012a)
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The mood of the nation (5/5)
URL: http://geopatterns.enm.bris.ac.uk/mood

Figure 15: Mood of the Nation uses the content of Twitter to nowcast mood rates
in several UK regions

(Lampos, 2012a)
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More applications (snapshots)
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(a) Inferences of voting intention polls
prior to the UK 2010 General Election

(b) Content similarity network

Figure 16: Further information extraction examples from Twitter content

(Lampos, 2012a & 2012b)
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Not covered

Amongst the things you didn’t see:
• how the model inconsistency problems of LASSO are resolved

• different schemes for combining 1-grams and 2-grams

• performance metrics and comparison with baseline techniques or
other nonlinear, nonparametric learners

• further statistical analysis and psychiatric viewpoint of
circadian mood patterns

• comparison of different scoring functions for mood signals
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Conclusions

• Social Web holds valuable information

• interesting inferences can be made by applying statistical
methods on Twitter (user-generated) content

• machines can extract portions of this information automatically
◦ nowcasting events (flu and rainfall case studies)
◦ extraction of collective mood patterns

Currently participating in the TrendMiner EU-FP7 project.
How user-generated web content can be used to...

( model political opinion
( infer voting intention polls, election/referendum outcome
( nowcast/predict financial indicators
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Last Slide!

The end.
Any questions?

Download the slides from
http://goo.gl/F1G7a
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